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 The aim of this research is to use a generalized Linear model 
for the binary logistic regression model to study the effect of 
different concentrations of two drugs (xi1, xi2) that were 
studied at different levels on patients with nephritis (kidney 
inflammation), where the response variable (yi) represents 
the number of cure cases (Binomial distribution) as a result of 
taking the two drugs. In order to estimate the logistic model, 
two functions link were used, the first is the probit function, 
and the second is the logit function, and then a comparison 
between the results of using the two functions. The results 
support the preference of the estimated Logit regression 
model through the criteria (Akaike's Information Criterion, 
Bayesian Information Criterion, and Mean Square Error). The 
effectiveness of the first independent variable (drug) on the 
second independent variable (drug) through the preferred 
model. 
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1. Introduction 
Regression analysis is a model that analyzes and explains the relationships between 
the response variable and the independent variables by relating these variables to a 
mathematical equation that may be linear or nonlinear. After determining the form 
of this relationship, the model’s parameters are estimated for interpretation or 
prediction, according to the nature of the study.)   Logistic regression is a type of 
regression in which the response variable is a qualitative variable that may take two 
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values (binary logistic regression) and may take more than two values (multiple 
logistic regression) (Ali, 2011). In logistic regression, our goal is not to explain the 
change in the values of the response variable (Ali & Tara 2010), but the interpret the 
probability of occurrence and non-occurrence of the phenomenon under study, and 
represent the logistic regression equation. In this research, binary logistic regression 
will be used to study the effect of different concentrations of two studied drugs at 
different levels on patients with inflammation of the kidneys. To estimate the logistic 
model, two link functions were used (probit and logit function), and then their results 
were compared.     
 

2. Theoretical Aspect  
2.1. Generalized Linear Model  
Generalized linear models (GLM) are extensions of linear models in which the 
response variables are linked to the linear model using a link function (Ali et al 2023). 
Additionally, the model permits a non-normal distribution for the response variable. 
It covers popular statistical models like logistic models for binary data, linear 
regression for normally distributed responses, and linear models for counting data 
(such as binomial distribution, Poisson distribution, and others) (Menard & Scott, 
2002).  

Generalized linear models are linear models where the response variable is 
modelled by a linear funcƟon of the independent variables (Omar et al 2020). GLMs 
consist of the following three elements: 

1. The random element: The probability distribution of the response variable is 
the random element in a GLM. 

2. The systematic element: includes the independent variables that linearly 
combine to the predictor of the GLMs. 

3. The link function: The random and systematic components of the GLMs are 
linked or related by the link function. It explains how the values of the 
response variables relate to the independent variables of the linear predictor 
(Ali & Saleh 2022). 
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2.2. Binomial Logistic Regression 
The logistic model is used when the response variable has a binomial distribution 
through the general linear model that does not assume the normal distribution of 
random error so that the response variable is linear combination to the independent 
variables through a specific link function such as Logit (Shahla, 2023).  
For a binomial distribution, we assume that there are frequencies for each level of 
the independent variable (or several p-level independent variables), meaning that 
they have levels (x1, x2, …, xm) and that there are ni values of (y) observations that may 
be repeated for each level of x where (y) takes values zero or one (Raza et al 2018), ni 
times for each level of (x), if we assume that (yi) is the number of appearances of one 
for each level of (x), then the percentage of appearance of one in each level of x is (Ali 
& Tara 2007).   

𝑝௜ =
𝑦௜

𝑛௜
    ,        𝑖 = 1,2, ⋯ , 𝑚                                                          (1) 

On this basis, the logistic function can be obtained by using the transformation on the 
observed ratios, i.e. (Hamad, 2016): 

𝑝௜
∗ = 𝐿𝑛 ൬

𝑝௜

1 − 𝑝௜
൰                                                                             (2) 

Since the random error variance is not homogeneous, so the weighted least 
squares method can be used to estimate the parameters of the logistic model, and 
the weight in this case is the inverse of the variance, meaning that (Omar et al 2020): 

         𝑤ෝ௜ =
ଵ

௏൫௣೔
∗൯

                                                                                               (3)  

The ratio in the sample ( ip̂ ) represents a parameter of the binomial 

distribution with the mean (pi) and the variance iii npp /)1(  , where (pi) is the 

probability that the studied trait affected by the independent variable has a certain 
level (xi), and that the relationship between (pi) (Which represents the qualitative 
response variable or dummy) and (xi) which represents the independent variable in 
the logistic model depends on the following function (Agresti, 1990): 
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𝑝௜ = 𝑓(𝑥௜)                                                                                             (4) 

The converted variable ( *
ip ) has a mean equal to   ii ppLn 1/  and the variance is 

the reciprocal of the variance of a binomial distribution, meaning that: 

𝑉(𝑝௜
∗) =  

1

𝑛௜𝑝௜(1 − 𝑝௜)  
                                                                     (5) 

Therefore, the weights that can be used in the weighted least squares method can be 
estimated as follows (Bradley, 1997): 

𝑤ෝ௜ = 𝑛௜𝑝௜(1 − 𝑝௜); 𝑖 = 1,2, ⋯ , 𝑚                                                (6) 
 

On this basis, the regression parameters can be estimated using the weighted least 
squares method and obtaining the linear logistic function (Hosmer & Lemeshow, 
2000): 

 *
i 0 1 i1 i

ˆ ˆ ˆˆ β β β 7p pp x x     

Through this equation, the estimated values ( *ˆ ip ) can be found by substituting for 

the levels of (xi) values for all independent variables, and then converting the ( *ˆ ip ) 

values to their original value through the following formula: 

𝑝̂௜ =
𝐸𝑥𝑝(𝑝̂௜

∗)

1 + 𝐸𝑥𝑝(𝑝̂௜
∗)

                                                                                     (8) 

 

2.3. Probit & Logit Models 
The probit and logit models are used to model dichotomous or binary response 
variables in statistical modeling. If our outcome is dichotomous (Ali, 2022), the natural 
distribution to consider for a GLM is the binomial, y∼ Binomial(np) with (p) being the 
mean of the binomial, and (n) being the number of trials. Logit models, also known as 
logistic regression models, are a category of statistical models that are used to 
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estimate the likelihood that an event will occur (Ali & Jwana, 2022). It is used to model 
an event's odds of success as a function of explanatory variables. Mathematically it 
can be written as below 

𝑙𝑜𝑔𝑖𝑡(𝐼) = 𝑙𝑜𝑔 ൬
𝑝

1 − 𝑝
൰ = 𝑍 = 𝛽଴ + 𝛽ଵ𝑥௜ଵ + ⋯ + 𝛽௣𝑥௜௣                       (9) 

where p is the probability that an event occurring, and one is the odds that it will. 
From this, we may also calculate the likelihood that the events will occur. 

𝑝 = 𝜋(𝑍) = ൬
1

1 + exp (−𝑍)
൰                                                                           (10) 

Where 𝜋(𝑍) is a logistic function. As the value of Z approaches - ∞ the value of 𝜋(𝑍) 
or p approaches 0. Additionally, when the value of Z becomes closer to + ∞, the value 
of 𝜋(𝑍) or p gets closer to 1. 

Probit model is similar to logit model, it determines the possibility that an item or 
event will fall into one of a number of categories by calculating the probability that 
an observation with a certain attribute will fall into a specified category. The following 
formula can be used to represent the Probit model: 

P(y =  1|x)  =  Φ(𝑍)  =  𝑍 =  Φ(𝛽଴ + 𝛽ଵ𝑥௜ଵ + ⋯ + 𝛽௣𝑥௜௣)                         (11) 

Where y is the likelihood that the event will happen (hence, y = 1). Φ is the cumulative 
standard normal distribution function. Z is linearly related of explanatory variables 
(x). Logistic function is used instead of the cumulative standard normal distribution 
function (Φ) in the case of the logit model. The figure below represents the Probit & 
Logit models: 
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Figure 1. Predictive values for Probit and Logit Regression Models 

2.4. Evaluation criteria 
Akaike's Information Criterion (AIC), Bayesian Information Criterion (BIC), and Mean 
Square Error (MSE) will be used (Kareem, 2020) as evaluation criteria to evaluate the 
estimators of binary logistic regression models.  

   2 2 12AIC LogLikelihood k    

𝐵𝐼𝐶 = −2(𝐿𝑜𝑔𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑) + 2𝑘𝐿𝑜𝑔(𝑛)                    (13) 

𝑀𝑆𝐸 =
∑ (𝑦௜ − 𝑦̑௜)௡

௜ୀଵ
ଶ

(𝑛 − 1)
    (14) 

Where k is number of estimated parameters and n is sample size, and the lowest value 
is for the best model (Ali & Saleh 2022). 

3. Application Aspect  
The effect of different concentrations of two drugs (two independent variables) at 
different levels (Milligrams per dose) xi1, xi2 was studied on patients with nephritis 
(inflammation of the kidneys), the response variable (Yi) represents the number of 
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cases of recovery as a result of taking the two drugs through (15) observations 
representing (N = 15) samples (ni) of different size taken from one the hospitals were 
as follows : 

Table 1. Data of Nephritis patients at different levels (Milligrams per dose) 

Samples Yi xi1 xi2 ni 
1 23 .51 .39 60 
2 21 .55 .28 50 
3 80 .67 .18 100 
4 60 .63 .15 80 
5 20 .23 .54 100 
6 25 .33 .44 110 
7 30 .44 .35 115 
8 35 .60 .33 95 
9 42 .83 .22 80 
10 45 .62 .42 65 
11 29 .70 .69 40 
12 14 .75 .55 45 
13 18 .82 .67 30 
14 34 .77 .72 70 
15 30 .78 .66 48 

The response variable (categorical) information is summarized in Table .2: 

Table 2. Categorical Variable Information 

 n Percent 
Response Variable Y Events 506 46.5% 

Non-Events 582 53.5% 
Total 1088 100.0% 

The categorical (response) variable information table shows that there were (506) 
cases of cure, with a rate of 46.5%, compared to (582) cases of non-recovery, with a 
rate of 53.5%, for the total samples examined, which amounted to (1088) cases. The 
information on the independent variables is summarized in Table .3: 
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Table 3. Continuous Variable Information 

 N Minimum Maximum Mean Std. Deviation 
Covariate x1 15 .23 .83 .6153 .17804 

x2 15 .15 .72 .4393 .19144 

The homogeneity of the random error variance is first tested and summarized in Table 
4. 

H0: The random error variance homogeneity 
H1: The random error variance heterogeneity 
 

Table 4. Tests of Homogeneity of Variances 

Levene Statistic Df1 Df2 Sig. 
5.084 1 13 0.042 

The homogeneity test supports the hypothesis of random error variance 
heterogeneity (Mustafa & Ali, 2013), which is consistent with the theoretical aspect. 
Therefore, weights that depend on formula (5) were used, and then the homogeneity 
test was re-tested as in Table .5: 

Table 5. Tests of Homogeneity of Variances 

Levene Statistic Df1 Df2 Sig. 
1.537 1 13 0.237 

The homogeneity test supports the random error variance homogeneity hypothesis, 
so the analysis was carried out.  

3.1. Probit Regression Model  
The goodness of fit Logit regression model is summarized in Table .6: 
 
 

Table. 6. Goodness of Fit (Probit) 

Criteria Value 
Akaike's Information Criterion (AIC) 2367.151 
Bayesian Information Criterion (BIC) 2382.127 
Mean Square Error (MSE) 128.3975 
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The lower the criteria AIC, BIC, and MSE, the better the estimated model. The 
Omnibus test table tests the significance of the model parameters as a whole except 
for parameter ( 0 ), i.e., testing the following hypothesis: 

tcoefficienleastatforHVs

iallforH

i

i

10:

0:

1

0







 

Table 7. Omnibus Test (Probit) 

Likelihood Ratio Chi-Square df Sig. 
1776.317 2 .000 

Table. 7 show that the value 2 is equal to (1776.317) for the model, which is greater 

than its tabular value under the level of significance (0.01) and degrees of freedom 
(2) which equals (10.60). That is, rejecting the null hypothesis and accepting the 
alternative hypothesis, which means that there is at least one of the two parameters 
that are not equal to zero, that is, the existence of a variable with at least one 
independent has a significant effect on the response variable and this is confirmed by 
the p-value which is equal to zero and is less than the level of significance (0.01). The 
significance test of the estimated model parameters is summarized in Table. 8: 

H0: The model does not fit the data  
H1: The model is fit to the data 

Table 8. Tests of Model Effects (Probit) 

 Wald Chi-Square df Sig. 
(Intercept) 551.331 1 .000 

x1 1367.872 1 .000 
x2 223.403 1 .000 

 
The table Tests of model effects (Table. 8) show that the values of Wald (chi-square) 
were greater than the value of chi-squared under the significance level (0.01) and 
degrees of freedom (1) equal to (7.88), which indicates the significance of the 
parameters estimated for each of them with the stability of the effect of the rest, and 
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this is confirmed by the p-values, which are equal to zero and are less than the 
significance level (0.01). The estimated parameters table is shown in Table. 8: 

Table. 9. Parameter Estimates (Probit) 

Parameter B Std. Error 
99% Wald Confidence Interval 

Exp(B) Lower Upper 
(Intercept) -.975 .0415 -1.082 -.868 .377 
x1 2.053 .0555 1.910 2.196 7.795 
x2 -.878 .0588 -1.030 -.727 .416 

The table of estimated parameters shows that the logistic regression model for the 
binomial distribution is as follows: 

  1 2Probit x 0.975 2.053 0.878i iP x x       

The values of the coefficients on the likelihood scale Exp(B) mean that each one-unit 
increase in the independent variable (the concentration of the first drug, for example) 
is associated with an increase in the likelihood of the response variable (recovery from 
disease) by (7.795) with the neutralization of other variables.  

 
3.2. Logit Regression Model  

The goodness of fit Logit regression model is summarized in Table. 10: 

Table 10. Goodness of Fit (Logit) 
Criteria Value 
Akaike's Information Criterion (AIC) 2357.199 
Bayesian Information Criterion (BIC) 2372.175 
Mean Square Error (MSE) 126.8175 

The lower the criteria AIC, BIC, and MSE, the better the estimated model.  

Table 11. Omnibus Test (Logit) 
Likelihood Ratio Chi-Square df Sig. 

1786.269 2 .000 
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The results of the Omnibus test Table. 11 support the goodness of fit of the data for 
the estimated model. The significance test of the estimated model parameters is 
summarized in Table (12): 

Table 12. Tests of Model Effects (Logit) 

 Wald Chi-Square df Sig. 
(Intercept) 556.317 1 .000 

x1 1296.695 1 .000 
x2 234.152 1 .000 

The table tests of model effects (Table. 12) show that the regression model 
coefficients are all significant. The estimated parameters table is shown in Table. 13: 

Table 13. Parameter Estimates 

Parameter B Std. Error 
99% Wald Confidence Interval 

Exp(B) Lower Upper 
(Intercept) -1.605 .0680 -1.780 -1.430 .201 
x1 3.387 .0941 3.145 3.630 29.587 
x2 -1.452 .0949 -1.696 -1.207 .234 

The table of estimated parameters shows that the logistic regression model for the 
binomial distribution is as follows: 

  1 2
ˆ 1.605 3.387 1.452i iLn Odds x x     

The values of the coefficients on the likelihood scale Exp(B) mean that each one-unit 
increase in the independent variable (the concentration of the first drug, for example) 
is associated with an increase in the likelihood of the response variable (recovery from 
disease) by (29.587) with the neutralization of other variables. 

3.3. Comparison of Probit and Logit regression models 
For comparison between the two models, the efficiency criteria of the estimated 
models are summarized in Table. 14. 
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Table 14. Comparison of Probit and Logit regression models criteria 

Method MSE AIC BIC 
Likelihood Ratio Chi-

Square 
Probit 128.3975 2367.151 2382.127 1776.317 
Logit 126.8175 2357.199 2372.175 1786.269 

 
Figure .2. Predictive values for Probit and Logit Regression Models 

The results of the criteria comparing Table. 13 of the Probit and Logit regression 
models support the preference of the estimated Logit regression model because the 
values of the criteria for MSE, AIC, and BIC were less, while the value of Likelihood 
Ratio (Chi-Square) was greater (better). Therefore, the estimated Logit regression 
model is relied upon. The increase in the likelihood of the response variable (recovery 
from disease) by (29.587) for the first independent (drug) variable (x1). While there is 
a very small increase in the number of healing cases due to the independent (drug) 
variable (x2) and its amount (0.234).  
Figure (2) shows the real and predictive values (for the response variable) for the 
number of healing cases at standard levels (z) from (1-15). Where the figure shows 
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that there is a great convergence between the estimates of the Probit and Logit 
regression models, as shown on the theoretical side. 

 
4. Conclusions and recommendations 
4.1 Conclusions 
The following is a presentation of the most important conclusions based on the 
results: 

1- Significance of both models (Probit and Logit) according to the Likelihood 
Ratio Chi-Square test 

2- The estimated logit regression model is better than the probit regression 
model because the values of MSE, AIC and BIC criteria were lower, while the 
probability ratio value (Chi-Square) was greater (better). Therefore, the 
estimated logit regression model is more reliable. 

3- Both medications have a significant effect on increasing the rate of recovery 
from nephritis 

4- The first medication has a greater effect than the second medication in 
increasing the recovery rate. 

4.2 Recommendations 
 The following is a presentation of the most important recommendations: 

1- There is a convergence between the estimates of the probit and logit 
regression models, but our recommendation is to use the logit regression 
models. 

2- The use of the logistic regression model in other fields (social and economic) 
and not only in the medical fields 

3- Conducting other studies by introducing new variables and factors affecting 
kidney disease. 
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 نان Ƀکارههب  هڵگه ƿ هییدووان یشبووهداب ۆ ب ریگشتگ  ǃɃیه ی ɄƼدۆم یکاریش
 

  پـوخـتـه:
 یکیجستۆƿ  ەیوه�ƹربوون  یɄƼدۆم  ۆب  ەریگشتگ  ǃɃیه  یکɄƼɃدۆم  ینانɃکارههب  ەیهوهنیژɄتو  مهئ  یئامانج
ج  یرهگیکار  هƿ  ەوهنۆǄیکƿɃ  ۆب  هییدووان   ی شانۆخهن  ر هسهƿ  کدا Ƀئاست  ندهچ  هƿ  رمانەد  یرۆدوو 

  رکردن هسەچار  یکانهتǄهحا  ەیژمار  هƿ  ییهتیبر  هستهواب  یاوۆڕگ  هک  ،هƼیگورچ   یوکردنهه  هتووشبوو ب
 ، یجستۆƿ  یɄ Ƽدۆم  ی؊ندنӂ مهخ  ۆ. بهکهرمانەدوو د  ینانɃکارهه ب  ینجامهئ  ه) ƿهییدووان  یشبووه(داب

 انیمەدوو  کات،ە) دProbit(  هیخشهن  هبوو ƿ  یتیبر  انیمهکیه  نران،Ƀکارهه ب  ەوهستنهب  هیخشهدوو ن
.  هکهخشهندوو    ینانɃکارههب  ینجام ه ئ  یراوردکردنهپاشان ب  کات،ە) دLogit(  هیخشه ن  هبوو ƿ  یتیبر
دLogit(  ەی وه�ƹربوون  یɄƼدۆم   ییکارا  هƿ  یریپشتگ  کانه نجامهئ   یکان ەرەوɃپ  هیگڕɄ  هƿ  نه کە) 
)  ه شۆچوارگ هǄهیه  یندەو مامناو  زɃب  یاری زان  یکان ەر ەوɃپ  ،یکیئاکا  یاری زان یکانە رەو Ƀ(پ  نراوɃکارههب

 راوردهب  هب  هƼ ی گورچ  یوکردنهه  یشانۆخهن   یرکردنهسەچار  هƿ  مهکیه  یرمانەد  یندکردنهسهپ  هاەروهه
 . نراوɃǃمهخ یɄƼدۆ م Ƀیپ هب  مەدوو یرمانەد هب

 
 

 تحليل الأنموذج الخطي المعمم لتوزيع ذي الحدين مع التطبيق 
  

  :الملخص
يهدف البحث الى استخدام الأنموذج الخطي المعمم لنموذج الانحدار اللوجستي الثنائي في دراسة تأثير نوعان من 
الأدوية عند عدة مستويات على مرضى الالتهاب الكلوي، حيث المتغير التابع يمثل عدد حالات الشفاء (توزيع  

اللو الانموذج  لتقدير  الدوائيين.  استخدام  نتيجة  الحدين)  دالة  ذي  الأولى  تمثل  الربط  دالتي  استخدام  تم  جستي 
(Probit)    في حين تمثل الثانية دالة(Logit)    ومن ثم المقارنة بين نتائج استخدام الدالتين. تدعم النتائج كفاءة

من خلال المعايير المستخدمة (معيار معلومات أكايكي، معيار معلومات بيز ومتوسط    (Logit)نموذج الانحدار  
الخطأ التربيعي) فضلاً عن أفضلية الدواء الأول في علاج مرضى الالتهاب الكلوي مقارنة بالدواء الثاني من  

  خلال أداء الأنموذج المقدر.
  


