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The main aim of this paper is to propose a
comprehensive load-balancing model that can be
applied for all types of networks. The proposed
model is based on dividing the load regularly among
the links and the communication between devices
will be controlled. Consequently, EtherChannel
reduces part of the binary pattern, so the addresses in
the frame create a numerical value which selects one
of the links. This selection aims to distribute frames
across the particular link in a channel by modifying
the Cisco—proprietary hashing algorithm. The results
show that the proposed solution avoid overload on
the link that is leading to loss packet at the same time
there is a free space in another link, minimize packet
delay, reduce congestion and enhance the work of
network efficiency and reliability.
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1. Introduction

he problem in multiples port Ether-channel If load balancing will

overload in a single link while other links have very little traffic.

Load balancing is a methodology in order to get the best use of the
link with spread the traffic across multiple links. Load balancing helps the
network to minimize packet delay and packet loss, reduce congestion, increase
network efficiency and reliability. The use of more than one Link to
interconnect LAN switches, routers and servers is to allow load sharing of
traffic among the links.

Our model is aimed to avoid overload on the link that is leading to the
packet loss at the same time there is a free space in another link by reducing the
difference in load between the links with effective bandwidth management, and
as total to enhance the work of network efficiency. While there are no noted
works related to port channel technologies, so this will be the base of our paper
works. Scientific contributions focus on how to reduce the Congestion in the
switch which leads to delay and loss data, so the switch distribute the load
among links based on the value range in proposed model.

2. Related Works.

Many papers have been published to discuss the load balancing issue in
different cases. Some of the proposed, presented decentralize method of LB,
which focuses on minimization of communication costs and minimization of
communication delays, Avoidance of non-productive trannsmission, and
avoidance of oscillations, [6]. In othr paper, authors proposed a distributed
Biased Random Sampling technique, which is the network structured
dynamically to distribute the load efficiently [7].

3. Trunk Technology.

The trunk as a definition is a link between two communication systems work
to handle multi transmission in the same time and used to interconnect network
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sites or between the main units specially switches in data centers. The trunk
design to carry signals in its different forms analog form or digital form, also it
used with all type of data, voice (VOIP), text (ASCII), multimedia (Photo and
Video). [1]

For cisco devices, Trunking is one form that any interface can work with.
That interface can be used to carry one or more VLAN (Virtual Local Area
Network) between two switches. The different between any trunk interface and
the Access interface, that access interface can be used to handle traffic only for
one VLAN, and it's not allowed for other VLANS to use it. Those multi VLANS
that used through trunk need an identity to distinguish them, for that reason a
tag used for each VLAN to give it a special identity between the different
switches that it go through, access interface not need to use this tag, because it
have to carry just one VLAN and this VLAN have to be assigned by the switch
itself. [2].

For some technologies Trunking name replaced with VLAN trunking.
4. Ether-Channel (Port- channel).

Cisco switches used a port link aggregation technology called Ether-Channel
or (Port-Channel).This technology allows multi Ethernet interfaces to be like
one logical Ethernet interface as shown in Figure 1, it used for providing high
speed links between switches, servers and routers.[1]. Also it provides a fault
tolerance for those devices. The ether-channel also used between switch and
server and it can be from two active interfaces to eight active interfaces, those
interfaces could be fast, gigabit or 10-Gigabit Ethernet ports, it's also used in
the backbone network, and sometimes it used to connect end user clients.[1].
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Physical View Logical View
Multiple ports are defined ) The different subsystems
as being part of an running on the switch see only
EtherChannel group one logical link

Figure 1 The Physical View Vs The Logical View for the Port Channel
Technology.

The following functions performed by the Port-Channel

1. It used to increase the aggregate bandwidth on link by distributing the
band between the worked links in that channel.

2. Applying balance in load across the multiple links and maintains the
bandwidth to reach optimum usage.

3. Provide high fail tolerance , if one link go down traffic will moved
directly to other links in the same channel group, and the table of MAC
address will not affected by this failure.[2]

Ether-channel can be used at all network levels to make links with high
bandwidth, used in some type of connection that used high traffic, and because
it used an existing wiring it makes it very scalable.

Ether-Channel technology used by all of cisco switches, configuring ether-
channel in any network made this channel part of it and transparent to other
device in the network, those devices will see one link with one MAC address,
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and they will not get any information about the real MAC address for links used
to create this channel. [4]

5. Load Balancing in Ether-Channel.

Ether-channel create one logical channel from combined multi physical
links , this allows load sharing of bandwidth and traffic between links and add
a redundancy in the event that any link or more may get fail. Ether-Channel
used to interconnect LAN devices via fiber cables (single-mode and multi-
mode), and UTP (unshielded twisted pair). [3].

Ether-Channel distribute the traffic among the active links in the channel,
each link is selected using proprietary made by cisco called hash algorithm, this
algorithm with decide where to send each traffic according to its source or
destination MAC address, IP address or its port number. The algorithm gives a
number from zero to seven. Table 1 will show how the 8 numbers are
distributed among the 2 to 8 physical ports. [2].

In the hypothesis of real random hash algorithm, 2, 4 or 8 ports
configurations lead to fair load balancing, whereas other configurations lead to
unfair load balancing. Table 1 show the distribution of load in Port channel
technology [1].

Table 1. The distribution of load in Port Channel Technology.

Number of Ports in the Ether- | Load Balancing ratio between
Channel Ports
8 1:1:1:1:1010101
7 2:1:1:1:1:101
6 2:2:1:1:1:1
3) 2:2:2:1:1
4 2:2:2:2
3 3:3:2
2 4:4
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The switch is using per flow balancing because this is the way how
hardware works. When the switch receive the packet, it would make a hash
result from fields located in the header line source/destination MAC address,
source/destination IP address or source/destination port number. From which
fields the device would make a hash depends on certain ASIC. Not all switches
were made equal. Software is using those hashes to make a decision on which
port (Physical port number) sends the packet out to another device in the path.

[3].

The Cisco—proprietary hash algorithm computes a value in the range 0 to
7. With this value as a basis, a particular port in the Ether-Channel is chosen.
The port setup includes a mask which indicates which values the port accepts
for transmission. With the maximum number of ports in a single Ether-
Channel, which is eight ports, each port accepts only one value. If you have
four ports in the EtherChannel, each port accepts two values, and so forth. Table
2 lists the ratios of the values that each port accepts, which depends on the
number of ports in the Ether-Channel.

6. The Based Model of load balancing.

(Value range 0 to 7):

Table 2. Load balancing Table Original Model.

No. of

bort Load Balancing Value
1 8 8
2 4 4 8
3 3 3 2 8
4 2 2 2 2 8
5 2 2 2 1 1 8
6 2 2 1 1 1 1 8
7 2 1 1 1 1 1 1 8
8 1 1 1 1 1 1 1 1 8
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We conclude from Table 3 that, the percentage of each link from the total
value of load, and the ratio that shows varying loads between links in each case
(1, 2, 3 ...7 ports), we will see the difference of load between the highest and
lowest load.

Table 3. the difference between the maximum and minimum
transmission ports Original Model.

o Percentage of Load Balancing Pere. of
1 100% 0%
2 50% 50% 0%
3 37.50% | 37.50% | 25.00% 12.50%
4 25% 25% 25% 25% 0%
5 25.00% | 25.00% | 25.00% | 12.50% | 12.50% 12.50%
6 25.00% | 25.00% | 12.50% | 12.50% | 12.50% | 12.50% 12.50%
7 25.00% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% 12.50%
8 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% 0%

7. The Proposed Method
This paper includes two cases:

7.1: Case-1 for Value Range 0 to 15 (First Proposed Model).

Assuming to increase the value from the range 0-7 to 0-15 in order to
optimize the distribution load according to Table 4. The load is evenly divided
among the links and that the varying loads between links be minimized.

Table 4. Load balancing table Range 16.

No. of
port

Load Balancing
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16

16

16

16

16

16
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From Table 5 the Proposed model conclude the percentage of each link
from the total value of load, and the ratio that shows varyingloads between
links in each case (1, 2, 3 ...16 ports), we will see the difference of load between
the highest and lowest load.

Table 5. the difference between the maximum and minimum
transmission ports Range 16.

'\;)%rct’f Percentage of Load Balancing Perc. of
1 100% 0%
2 50% 50% 0%
3 37.50% | 31.25% | 31.25% 6.25%
4 25% 25% 25% 25% 0%
5 25.00% | 18.75% | 18.75% | 18.75% | 18.75% 6.25%
6 18.75% | 18.75% | 18.75% | 18.75% | 12.50% | 12.50% 6.25%
7 18.75% | 18.75% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% 6.25%
8 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% | 12.50% 0%

7.2: Case-2 for Value Range 0 to 31(Second Proposed Model)

Supposing to increase the range value to 0-31 in order to confirm the
improved distribution load as shown in Table 6. The load balancing divided the
traffic between the links and that the varying of loads between links be
minimized less than Case-1(First Proposed Model).

Table 6. Load balancing table chart Range 32.

’\;;%r(:f Load Balancing Value
1 32 32
2 16 16 32
3 11 11 10 32
4 8 8 8 8 >2
- . . . . 6 32
P - 6 5 5 5 5 32
. - - c - n a 32
8 4 4 4 4 - 1 >2

220




LFU

QALAAI ZANIST SCIENTIFIC JOURNAL
A Scientific Quarterly Refereed Journal Issued by Lebanese French University — Erbil, Kurdistan, Iraq
Vol. (2), Issue (1), March 2017
ISSN 2518-6566 (Online) - ISSN 2518-6558 (Print)

From the table 6 of Second Proposed Model conclude the percentage of
each link from the total value of load, and the ratio that shows varying loads
between links in each case (1, 2, 3 ...32 ports), we will see the difference of

load between the highest and lowest load in Table 7.

Table 7. the difference between the maximum and minimum

transmission ports Range 32.

'\;)%rct’f Percentage of Load Balancing Value
1 100% 0%
2 50% 50% 0%
3 34.38% | 34.38% | 31.25% 3.13%
4 25% 25% 25% 25% 0%
5 21.88% | 21.88% | 18.75% | 18.75% | 18.75% 3.13%
6 18.75% | 18.75% | 15.63% | 15.63% | 15.63% | 15.63% 3.13%
7 15.63% | 15.63% | 15.63% | 15.63% | 12.50% | 12.50% | 12.50% 3.13%
8 13% 13% 13% 13% 13% 13% 13% 13% 0%

8. Results and Conclusions

Several cases in the proposed optimization process have been excluded
from the optimization, these cases are if one, two, four or eight Links, because
of the load is equivalent in these links.

Load balancing helps the network to minimize packet delay and packet
loss, reduce congestion, increase network efficiency and reliability. The use of
more than one Link to interconnect LAN switches, routers and servers is to

allow load sharing of traffic among the links.

Our model is aimed to avoid overload on the link that is leading to the
packet loss at the same time there is a free space in another link by reducing the
difference in load between the links with effective bandwidth management, and
as total to enhance the work of network efficiency.
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Three Ports Distribution

40.00%

35.00%

30.00%
25.00%
H Value 32
20.00%
H Value 16
15.00% H Value 8
10.00%
5.00%
0.00%
1 2 3

Figure 2. Three Port Distribution.

Three port's distribution it means three links which sharing load with this links
as shown in Figure 2. In case value 16 the first link does not change but the
second link will decrease 6.25% and third link will increase 6.25% from the
original model. In case value 32 the first link will decrease 4.12% and second
link also will decrease 4.12% and third link will increase 6.25% from the
original model.

Five Ports Distribution

30.00%
25.00%

20.00%

M Value 32
15.00%
H Value 16
10.00% M Value 8
5.00%
0.00%
1 2 3 4 5

Figure 3. Five Port Distribution.

222



QALAAI ZANIST SCIENTIFIC JOURNAL
A Scientific Quarterly Refereed Journal Issued by Lebanese French University — Erbil, Kurdistan, Iraq
Vol. (2), Issue (1), March 2017
ISSN 2518-6566 (Online) - ISSN 2518-6558 (Print)

Five ports distribution it means five links which sharing load with this links as
shown in Figure 3. In case value 16 the first link does not change but the second
and third link will decreases 6.25%. The fourth and fifth links will increase
6.25% from the original model. In case value 32 the first and second links will
decrease 3.12%. The third link also will decrease 6.25%. The fourth and fifth
links will increase 6.25% from the original model.

Six Ports Distribution

30.00%
25.00%

20.00%

H Value 32
15.00%
H Value 16
10.00% M Value 8
5.00%
0.00%
1 2 3 4 5 6

Figure 4. Six Port Distribution.

Six ports distribution it means six links which sharing load with this links as
shown in Figure 4. In case value 16 the first and second links will decreases
6.25%.The third and fourth links will increase 6.25%. The fifth and sixth links
does not change from the original model. In case value 32 the first and second
links will decrease 6.25%. The third, fourth, fifth and sixth link also will
increase 3.13% from the original model.
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Seven Ports Distribution

30.00%
25.00%

20.00%

H Value 32

15.00%
H Value 16

10.00% W Value 8
5.00%
0.00%
1 2 3 4 5 6 7

Figure 5. Seven Port Distribution.

Seven ports distribution it means seven links which sharing load with this links
as shown in Figure 5. In case value 16 the first link will decreases 6.25%.The
second link will increase 6.25%. The third, fourth, fifth, sixth and seventh links
does not change from the original model. In case value 32 the first link will
decrease 9.37%. The second, third and fourth links will increases 3.13%. The
fifth, sixth and seventh links does not change from the original model.
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